מרצה: דרור מוגהץ

תאריך הבחינה:

**מס' תלמיד:** \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

**מכון:** לב

משך הבחינה (בדקות): **90**

חומר עזר מותר לשימוש: **אסור**

מחשבון: **מותר**

המבחן כולל סה"כ **3** חלקים, יש לענות על כל **3** החלקים, ובכל חלק על כל השאלות.

הציון המקסימאלי הוא 100

פירוט ניקוד:

**חלק א': 61 נקודות, 3 שאלות פתוחות.**

**חלק ב': 4 שאלות רב ברירתיות, כאשר בכל שאלה רק תשובה אחת נכונה (יש להקיף את התשובה הנכונה ביותר), לכל שאלה 6 נקודות: סה"כ 24 נקודות.**

**חלק ג': 5 טיעונים, על כל טיעון יש לסמן נכון/לא-נכון (להקיף את התשובה הנכונה ביותר). לכל טיעון 3 נקודות: סה"כ 15 נקודות**.

**תלמיד יקר,**

1. **אם אינך מבין את כוונת המרצה בשאלה כלשהי, עליך לכתוב בראש התשובה כיצד הינך מבין את השאלה ולפתור בהתאם. לשיקול דעתו של המרצה אם יש מקום להבנה זו ואז ינקד בהתאם.**
2. **חובה להחזיר את השאלון אחרת הבחינה לא תיבדק!**
3. **נוהל הבחינות של המכון מחייב אותך ובאחריותך לקוראו ולהכירו - בחינה עלולה להיפסל על כל חריגה מהנוהל.**
4. **לידיעתך, תורדנה נקודות לא רק על שגיאות, אלא גם לתוספות לא רלוונטיות, העדר נימוק הולם לתשובה, חוסר סדר ותשובה דו-משמעית, כאשר נדרשת תשובה חד משמעית.**

***בהצלחה רבה !***

**יש לענות על כל השאלות בטופס הבחינה עצמו!**

**חלק א' (61 נקודות)**

שאלה 1

1. חשבו את ה- IDF של המילים news ו- money (נניח שהחישוב שאנו נעשה הוא על בסיס 2) לפי הנוסחה שלמדנו בהרצאה (IDF הוא חלק מהנוסחה שעליה הוספנו את BM25 ונרמול באורך המשפט), חשוב לדייק, לחשב את ה- IDF בלבד. את החישוב של ה- IDF תעשו על שלושת המסמכים המופיעים בטבלה המופיעה באמצע העמוד.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | **news** | about | presidential | campaign | **money** |
| IDF(w) | **1** | 1 | 2.5 | 3.1 | **2** |

הראו את החישובים

לא הבנתי לפי מה דרור הגיע לערכי הidf של שאר המילים, אשמח אם מישהו יבין

ה- IDF של המילה news הוא m=3

= Df(news)2

Log(4\2)=1

ה- IDF של המילה money הוא m=3

=Df(money)1

Log(4\1)=2

כעת, תנו ציונים לפי נוסחת TF-IDF **הפשוטה** (ללא שום נרמולים וכדומה) לכל אחד מהמסמכים הבאים ודרגו את המסמכים (1, 2, 3) הבאים בהנתן השאילתה: presidential campaign news

|  |  |  |  |
| --- | --- | --- | --- |
| דירוג DC | דירוג TF-IDF | מסמך | תוכן המסמך |
| 3 | 2.5+3.1=5.6 | d1 | Putin influence Trump presidential campaign |
| 2 | 1+2.5+3.1=6.6 | d2 | … the news about the presidential campaign … |
| 1 | 4\*(3.1)+1=13.4 | d3 | … the food campaign news, to continue the campaign we gave the campaign money,  the campaign … |

1. נלמד כעת נוסחה חדשה לדירוג מסמכים, הנוסחה נקראת Dice coefficient.

הגדרת Dice coefficient

דרגו את המסמכים הנ"ל על אותה השאילתה.

הראו את החישובים

|d1| =5

|d2|=6

|d3|=15

|q|=3

D1

2(presidential campaign)\8

**1\2**

D2

2(presidential campaign news)\9

**2\3**

D3

2(campaign, news)\18

**2\9**

**הדירוג הסופי הוא: d2-d1-d3**

שאלה 2

1. בהנתן לנו אינדוקס מיקומים, על אילו שאילתות נוכל לענות?

תשובה:

אינדקס מיקומים נותן לנו אפשרות לדעת את המיקומים של המילים ואז גם להבין ולקשר בין ביטויים וזוגות מילים.

עכשיו אנחנו נוכל לבצע שאילתות של ביטויים\זוגות מילים (אפשר גם לשחק עם האורך של המילים ולבקש שכנויות לא בהכרח קרובות ממש וכו)

1. האם "התשלום" על אינדוקס מיקומים נמוך, בינוני או משמעותי? האם משתמשים באינדוקס כזה?

תשובה:

מגדיל את כמות הזיכרון הנצרך באופן משמעותי

למרות זאת, שימוש באינדוקס מיקום הפך להיות סטנדרטי בגלל העוצמה והתועלת של שאילתות ביטוי וקרבה

שאלה 3

בהנתן הטבלה הבאה נא למלא אותה בהתאם [Variable byte (VB) encoding]

|  |  |  |
| --- | --- | --- |
| docIDs | 824 | 829 |
| gaps | 824 | 5 |
| VB code | 0111000**1** 0000110 | 1010000**1** |

הראו את החישובים

VB-code

824

110 0111000

0111000**1** 0000110

829

המרחק 5

101

101000**1**

**חלק ב' (24 נק'), שאלות רב בררתיות, לכל שאלה - רק תשובה אחת נכונה.**

1. חוקר הציע ליצור מאגר של אוסף בדיקות IR הוא טען שאח"כ יריצו על האוספים האלו הרבה פעמים את אותן שאילתות

מתלבטת בין א ל ד. א נכון לפי השיטה השנייה.

1. טענת חוקר עמית 1: מיותר כי כל פעם צריך להזין שאילתות שונות המותאמות למסמכים
2. טענת חוקר עמית 2: לא ניתן ליצור אוסף כזה שמייצג את האינטרנט ולכן על ההצעה להדחות
3. אין כאן תשובה נכונה
4. כי כך ניתן יהיה לבדוק מספר אלגוריתמים שונים ל- IR
5. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGMAAABECAIAAAAa8BxMAAAAAXNSR0IArs4c6QAAAAlwSFlzAAAOxAAADsQBlSsOGwAABHlJREFUeF7tXD1y6jAQFu8skOJNTuCcAGio0qZzyqR5Xcp0aaCELi0VTfAJ8AkyFOC78FZ/tsHYXq2WODDSTDLErKzP38qr/bR2xOFwEKG1MQAs9eRPT/5uM/65738nnj8+BGSzB7iqXu858TmLT9/kWQGwKJKkDokyfJhlHoPp2QS/aW0dQ+94Tetc0wuJ53Ro+TczEg1Q41E/7kztp5HyThxbpuwREU33eoD8SHEIRygKj+KphpliZGOgjdUf5jsNHOdlD6bUaIoRi1cdkUDkgfwb5WH3WYdhSl9w7pUjF1gMOSjrNj3jdFcLFjENNR5SnNpvUyHu7/pCDCfKNbuvZSqivwMhBn8jkS6/smS1MCFhOIdh5kOPANHe9ThcyRE346+HwSvArGnxxBURhals990OXlp873wiaOMY/bt7+D7d7pUVcJPfjeAUudIMtm+lmxCHt9GKwlR//AjzV9FgSLuTRxRsOd2ix3FfTbb09UmtNtlsxr46DueSm8IXcjKblny8ptH0X3XSaGt1RxCaX0SPIo0vmq5NjC9ihwmjteGkNrzruIBpp7OmHIhyLuBgDqWEM55axG0LpsYTMs/22aUzYcrd137uW7QITKG9quNUaM0MhDiFmiG+caqc7WmJ6idAUaA7NKLHKcj25CJdWmI/xZPdVgAau+WNf5uDzlTVvf2Xt3jxPksgQx5ZLdPVJOi/bJTCW6y4cl5OppTqS5e78aa0j9AVVXLc/VacS9VpkHiZomG4TC8IAKOF1VMMQ/AyBZJKij4GXP6nUHsY+6mAjQ3/k8EZOJnKZu+L+O3ldxCVs6N2hzgaTSHbHbojBGZfjayMrSbWitSrWQznt/ocTx0UMnai+Wae2HFuxY4zTt0KJzXXERQyxsFBIWNYEr5xKihkFM1gVKuQrTjtUiJfAgM5nzI1xqPtekhjbAbjUftmyKd0xuSBoZxyaTy8a59SyFo9wEdVKu2ysWLgZaqgJflYPn52LGx4MfAyZRQyRInVZNMtT/wYGOOU3QJdx221xmbhxRGnfDFU4xTxqaAGhVyu69IY82fKH0OVqVBDbl9yfDPP9hFuy4I3ot8WNydXExQyxr1F5um4C2gT4ONBWDYYfdZiwlVguuirpN999ZVR/qokxu0VG+bqLJ2pKnpTGc34q5LOTElnMVdnOZkylVGt+1irks5MSWfxPubpcfc1oeeuSjozdYEOvHPKVka5q5IXuHDnU3IyVa2MslUlna/rAh3Iq3JRALWoTiqj5KTBX/cVDwu7volyLmvQeILua599Qfe1c1S24IxTbiNfnXXQfRiXhTiFYSlURlEsFUb0ONX47LCQFebuXk9W13cFClliXAnz9qqj55jMr0MhP0EJ6zCfMF0z7TRXoZDTVDi/uUqj42d70ePUOZz6dcx0BFkt7A4tRh2/6MBKJSdTSiHbf50AshA+d1xIZqWKXyHnz5nQ6qKk/99wKmy9n18OlVHKLAsK2Y01zjjlNvLVWQeFjHGZUcgY02AT7j7sHAhMYZn6D7FYl3aplvNqAAAAAElFTkSuQmCC)מהי תוצאת ה- DCG (Discounted Cumulative Gain) שלמדנו בכיתה (כאשר מדובר על בסיס 2) בהנתן הנתונים הבאים:
6. 6.13
7. 7
8. 2.807
9. אין כאן תשובה נכונה
10. ה- Mean Average Precision (MAP) של הנתונים הבאים הוא:

![](data:image/png;base64,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)

1. 16
2. 0.31
3. 0.775
4. 16
5. אין כאן תשובה נכונה

**חלק ג (15 נק'), רשימת טיעונים. עבור כל טיעון – סמן: האם הטיעון נכון, או לא נכון.**

|  |  |  |  |
| --- | --- | --- | --- |
|  | הטיעון |  |  |
| 1 | ~~הרעיון של משוב Rocchio מתבסס על מבט של השאילתה כעל ווקטור~~ | נכון | לא נכון |
| 2 | שימוש ב- "קליקים" על קישורים של תוצאות מנוע החיפוש אחד הכלים החדישים והכי מדוייקים בהערכת איכות תוצאות מנוע חיפוש בדכ ילחצו על הראשונים יותר והתוצאות מוטות | נכון | לא נכון |
| 3 | למדנו מספר פונקציות להערכת תוצאות של ניסויים. שתי פונקציות חשובות הן Accuracy ו- F1. ישנם מצבים בהם הפונקציה Accuracy מייצגת נאמנה את התוצאות במידה דומה לפונקציה F1 accuacy בדרך כלל לא אמין ויתן לנו 99 אחוזים כי הרוב אצלינו negative לעומת F1 שהוא שילוב של recall precision | נכון | לא נכון |
| 4 | בעוד השאילתות שהמשתמש מזין הן חד משמעיות המידע במסמכים הוא, לעיתים, רב משמעי הפוך-השאילתות הם רב משמעותיות | נכון | לא נכון |
| 5 | הפעולה הראשונה שמתבצעת לאחר הזנת השאילתה של המשתמש לחיפוש באינטרנט היא זחילה (crawling) לא מצאתי בחומר את המושג הזה | נכון | לא נכון |

**בהצלחה!!!**